Fire Image Classification Based on Convolutional Neural Network for Smart Fire Detection
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Abstract: This study investigated the effect of the class number on the prediction performance of the convolutional neural network (CNN) classification model that is applied in fire detectors to reduce nuisance fire alarms by appropriately recognizing fire images including those of flames and smoke. A CNN model trained by transfer learning using five image datasets of flame, smoke, normal, haze, and light was realized and trained by altering the class number to generate the classification model. A total of three classification models were generated as follows: classification model 1 was trained using normal and fire images including flames and smoke; classification model 2 was trained using flame, smoke, and normal images; and classification model 3 was trained using flames, smoke, normal, and haze, and light images. A test image dataset independent of training was used to assess the prediction performance of the three classification models. The results indicate that the prediction accuracy for classification models 1, 2, and 3 were approximately 93.0%, 94.2%, and 97.3%, respectively. The performance of the predicted classification improved as the class number increased, because the model could learn with greater precision the features of the normal images that are similar to those of the fire images.
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1. Introduction

Phenomena of Urbanization, densification, and skyscraperization led by rapid economic and industrial growth have been causing lots of human and property damage in fire safety accidents. The best way to prevent or reduce damage from complex and large-scale fire safety accidents is to detect and suppress them at the early stage of fire growth. Therefore, the fire detection technology in the automated fire alarm systems is promising and various researches are being conducted. In general, fire detectors detect fires using sensing heat, smoke, and flames generated by fires. Many studies on the demonstration of fire detector sensing a single object and the development of complex fire detectors by utilizing flame and gas detection or infrared and ultraviolet fire detection are also being actively conducted[1-4]. However, it is still required to solve the cost and technical problems including malfunction caused by contamination, limitation of detection range especially in open spaces.

Fire detection technology based on fire image features by applying advanced computer vision techniques has been proposed to overcome the limits of traditional fire detection methods. In computer vision, image color is a salient feature for detecting fires, and the detection of flames or smoke according to based on color features in space by using different color formats such as RGB, YCbCr etc. has been widely studied[5,6]. Owing to the fires occurred in various surroundings, the colors of flames and smoke images can vary depending on the surrounding environment. In addition, there was a limit to detect fire by using only color because of existence of objects or phenomena having similar color to flame and smoke. Thus, many fire detection researches with different ways such as characterizing smoke behavior characteristics by using optical flow, using wavelets making images blurred by smoke, and detecting region changes in flame or smoke have been conducted[7,8] but there is a limit to be widely used. Recently, the convolutional neural network (CNN) with great prediction performance that can extract the region features of the images was used to overcome the shortcoming of the machine learning model for image classification that cannot recognize the relationship between pixels in three-dimensional space[9]. Many studies has been conducted...
to overcome the challenges such as requiring large amounts of high-quality image data and significant computational time to improve the fire prediction performance by using CNN models in various scenarios.

Lee et al. [10] evaluated the effect of applying the existing data preprocessing and feature extraction methods to CNN on the fire prediction performance. The model that was trained using the preprocessed image data showed improvements in the speed of calculation but decreased the fire prediction performance owing to information loss during preprocessing. Kim et al. [11] reported a decrease in detection performance due to discontinuous image frame collection derived from network problems or misrecognition of similar entities owing to user-defined algorithm development of existing video-based fire detection systems. In order to solve the above-mentioned problems, the authors proposed CNN model trained by using data representing the region of fire. The performance assessment of the proposed fire detection method showed an average detection rate of 99.05%, which was greater than that of previous research methods. Kim and Kim et al. [12] proposed a fire detection system that simultaneously predicts flames and smoke using a CNN model to predict fires and visualize the location of flames or smoke using Grad-CAM. Based on the comparison analysis on the performance of CNN models such as Inception V3, Xception, Inception ResNet V2, it was confirmed that the Inception ResNet V2 model showed the best prediction accuracy, and the prediction accuracies for flame and smoke were 98.73% and 95.77%, respectively. Majid et al. [13] used the algorithm of the CNN model to detect fire, proposed the visualization of the location of fire using the Grad-CAM algorithm, and comparatively analyzed the performance of the four models VGG16, GoogleNet V3, ResNet 50, and EfficientNet B0. The results showed that the prediction performance of EfficientNetB0 was superior, and the accuracy and recall were 95.4% and 97.61%, respectively. Lee and Shim [14] used the frame similarity before and after the use of deep learning to reduce the rate of false detection when the images having similar features with fire exists in the frame. Jo et al. [15] used the CNN algorithm trained by data including three representative causes of electric fire such as primary short-circuit traces, secondary short-circuit traces, and heat traces and verified its performance. Test results showed that the prediction accuracy of the cause of electric fires was approximately 86%, and this detection was more accurate and faster than existing visual classification method or material analysis methods. To overcome reduced prediction performance resulting from differences in the fire image dataset and actual fire images, Sharma et al. [16] (year) demonstrated improved prediction performance by increasing the depth of the CNN layer through fine-tuning and proposing training with a dataset that includes a relatively large number of non-fire images. Huang et al. [17] proposed a new wavelet-CNN technique that applied a two-dimensional (2D) Haar transformation to extract the spectral features of an image in order to improve the prediction accuracy of the previous CNN model. They comparatively analyzed the two existing models, ResNet50 and MobileNet v2. They confirmed that the new wavelet technique was practical because the calculation was fast and fire detection accuracy was high. Ryu et al. (year) proposed a fire detection method using a CNN model by extracting the moving object as the area of interest [18]. Compared with the method of extracting the location of the object from the entire area, the calculation time was reduced. In addition, using flame, smoke, and haze image datasets, fire detection was observed with high prediction performances at an average accuracy of 92.3% and an average precision of 93.5%. With a YOLO network, Huang et al. [19] quantified aspects such as the location of flame spread, speed of flame spread, and flame thickness, which represent the features of fire development. In addition, they proposed a new method for predicting fire development using the ResNET model, and assessed the performance based on electric wire fire experiments. Li et al. [20] proposed a method of using object detection CNN models to improve the prediction accuracy and calculation time of the existing fire detection algorithm. Based on the evaluation of the performances of Faster-RCNN, R-FCN, SSD, and YOLO v3, it was determined that YOLO v3 was most appropriate for actual fire detection owing to its superior fire detection performance, great robustness, and fast detection speed.

Overall, most existing studies have involved classification through flame and smoke visualization after the CNN algorithm-based detection of fire location, derivation of an optimal model via the application and comparison of various CNN models, and improvement of performance through image processing. Most assess the prediction performance of the fire image classification models trained by using flames and smoke images. Therefore, to improve the performance of the fire classification model, this study entailed an analysis of the effect of the change in the class number of the classification model on the prediction performance of the fire classification by training not
only with flame and smoke images that represent fire but also with the addition of images similar to fire as a class. Then, the prediction performance and characteristics of the three classification models were comparatively analyzed. The classification models include one that was trained with fire images containing both flame and smoke and normal images, another that was distinctly trained with flame, smoke, and normal images, and the last that was trained with flame, smoke, normal images as well as light, and haze images that are similar to flame and smoke images respectively.

2. Methodology

This study analyzed the effect of the class number of the classification model on the prediction performance to reduce nuisance alarms by the appropriate recognition of flame and smoke images that represent fire. As shown in Figure 1, the image classifiers were classified into three types for ease of comparison of prediction performance. The fire image classifier designated as classifier 1 utilized a dataset with fire images, which include flame and smoke, and normal images, fire image classifier 2 utilized a dataset including flame, smoke, and normal images, and fire image classifier 3 utilized a dataset including flame, smoke, normal, haze, and light images. For each of the five classes of flame, smoke, normal, haze, and light, a dataset of 1,000 original images was used, and a total of 5,000 images were used. Therefore, depending on the number of classification classes that were used, 3,000, 3,000, and 5,000 original images were used for classifiers 1, 2, and 3, respectively. To accurately examine the performance of each classifier, the ratio of the training dataset (Train), validation dataset (Valid) that assesses the prediction performance of the model during training, and test dataset (Test) for evaluating the final model was set to 7:1.5:1.5. The pretrained CNN model was re-trained with the fire-related images and the best performing model was selected. The prediction performance of the fire image classifier with the selected model was assessed using the test dataset images. The overall fire image classification process is presented in Figure 2.
In image classification, machine-learning models have set the input variable as an independent variable and flatten the image pixel value into a vector for use. In this case, the relationship between pixels according to the space could not be considered, for which a CNN model that reflects region feature was proposed. Owing to continuous development in algorithms and hardware, in the field of computer vision, this algorithm is one of the most commonly used among deep learning models that uses images and videos. The CNN is composed of an input and output layer and several hidden layers in between, as shown in Figure 3. CNNs train in a manner in which the major features of an image could be detected through the convolution layer, which activates the region feature of an image, and the pooling layer, which improves the speed of learning by reducing the feature map dimension and ultimately the number of learning parameters. In addition, a fully connected layer in the classification layer probabilistically classifies the class according to each image for the final classification output. Substantial amounts of image data are required to create a well-trained CNN model for the classification of images in a certain field, and data organization and training are time-consuming. To address such drawbacks, a classification model that was well-trained using large amounts of image data was obtained for use of transfer learning that proceeds with training for a new classification. Transfer learning is widely adopted as a useful method as it is considered advantageous owing to its effective training capability and achievement of high accuracy with little training data.

In this study, the Visual Geometry Group (VGG) model, which has a relatively simple structure using deep layers, and which is known for its outstanding cross-sectoral applicability and prediction performance, was used to perform transfer learning. The structure of the VGG 19 model used in this study is depicted in Figure 4. A 244 × 244 and RGB input image dataset was constructed through preprocessing as the class training dataset, and the "Train" and "Valid" image data of Figure 1 were used for training. For transfer learning, a well-trained VGG 19 model was obtained for its image feature extraction capability. The model was re-trained with a dataset that was prepared for fire image classification by altering the last output layer. For multiclass classification, the cross-entropy loss function was utilized, and the stochastic gradient descent was applied for optimization. The Python programming language was used for implementing the classification model, with the open-source machine-learning library PyTorch, and a computer equipped with an Intel® Core™ i9-10980XE processor and GeForce RTX 3080 was used for training and performance assessment.
3. Results and Discussion

In this study, three fire image classifiers with maximum prediction performances were derived by training with distinct class numbers. A total of 150 images were used for each class to assess the prediction performance. A confusion matrix was used to assess the performance of the image classification models and to determine the prediction tendency. The precision, recall, and accuracy were used for the quantitative performance analyses. The four types of probable predictions from two classes are summarized in Table 1. Based on fire detection and the assumption of a classification model that classifies fire (positive) and non-fire (negative), true negative (TN) was shown in the case of a true prediction of an actual non-fire, and true positive (TP) was shown in the case of a true prediction of an actual fire. False negative (FN) was shown to indicate the false prediction of an actual fire to non-fire, and false positive (FP) was shown to indicate a false prediction of an actual non-fire to fire.
Table 1. Possible Image Classification Outputs

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative</td>
<td>Positive</td>
<td></td>
</tr>
<tr>
<td></td>
<td>True negative (TN)</td>
<td>False positive (FP)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>False negative (FN)</td>
<td>True positive (TP)</td>
<td></td>
</tr>
</tbody>
</table>

Based on the results of Table 1, Precision, Recall, and Accuracy were determined using the following equations:

\[
\text{Precision} = \frac{TP}{TP + FP} \\
\text{Recall} = \frac{TP}{TP + FN} \\
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\]

A fire image classifier that was trained with a dataset consisting of fire images that include flame and smoke and normal images (non-fire) was used to assess the prediction performance for the test images. The results are presented as a confusion matrix in Table 2. The precision which represents the rate of an actual fire among test images predicted as a fire, was approximately 90.0%. The recall, which is the rate of an actual fire predicted as a fire, was approximately 96.7%. The accuracy, which represents the rate of correct prediction by the classifier for all test images, was approximately 93.0%. To ascertain the prediction characteristics of classifier 1, cases where the classifier incorrectly predicted were analyzed based on the confusion matrix. The representative images incorrectly predicted are shown in Figure 5. First, the case of predicting fire as a normal (non-fire) state was either a misdiagnosis of haze, which is similar to smoke, or a blurry smoke image. Such a result was attributed to the absence of a clear recognition of the smoke image features because the classification model was trained with a dataset containing mixed flame and smoke images. This is also because the haze images similar to the smoke images have caused the misdiagnosis. Among the erroneous predictions, cases where normal images were predicted as fires were relatively abundant. Data showed that most of these images were light images including streetlights, road signs, and sunlight, clouds images and haze images. This is attributed to the lack of precise information on the characteristics of the objects or phenomena having similar features with the fire images. Therefore, training with images similar to fires, such as light, haze, and cloud, was considered necessary to improve the prediction performance of fire image classification.

Table 2. Confusion Matrix for Classifier 1

<table>
<thead>
<tr>
<th>Actual (A)</th>
<th>Predicted (P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fire (F)</td>
<td>Fire (F)</td>
</tr>
<tr>
<td>145</td>
<td>16</td>
</tr>
<tr>
<td>Normal (N)</td>
<td>5</td>
</tr>
</tbody>
</table>
The second classifier was trained for three class types, consisting of flame images, smoke images and normal images, for the use of a model with the optimum prediction performance. The results of the predicted performance for the test images are shown in the confusion matrix in Table 3. The erroneously predicted images were analyzed to determine the specific features of the classification model’s prediction, and the representative images are shown in Figure 6. In the case of flame image prediction, the precision and recall were good at approximately 94.0% and 94.7%, respectively. In the case of flame images, most were erroneously predicted as smoke because of the flame and smoke presented in one image. Moreover, blurry images due to color changes tended to be predicted as smoke. Therefore, to enhance the prediction performance, a consideration of this tendency is required for future model training. The precision and recall for normal image prediction were 98.5% and 88.7%, respectively, and the recall was relatively low. Among those predicted as a normal image, the probability of true prediction was high, but the prediction performance for a normal image was found to be low. The incorrect predictions for the normal images were cases where streetlights, light on road signs, and sunlight were recognized as a flame, while haze or clouds caused by climate conditions were mistakenly predicted as smoke images. Therefore, it is necessary to perform training for object images having similar colors to flame and smoke. In the case of smoke, the precision and recall were approximately 90.9% and 99.3%, respectively. The classifier used in this study accurately predicted actual smoke images. However, the precision was relatively low because of incorrectly recognizing images with the presence of both flame and smoke in one image or haze and cloud having similar features to smoke. In conclusion, classifier 2 had a prediction accuracy of approximately 94.2%, which was a slight increase in prediction performance compared with classifier 1 owing to the increase in the training class. Nonetheless, there was a low prediction performance for image shade, changes in color, and blurred images, lightened images, and images having similar features to fire images.
The analysis of the prediction performance was conducted with classifier 3 trained with images of five classes including flame, smoke, normal, haze, and light images. The results of the classifiers’ prediction are presented in a confusion matrix in Table 4. The images incorrectly predicted were analyzed to ascertain specific characteristics of prediction of the classification model, and the representative images incorrectly predicted are shown in Figure 7. The precision and recall for fire image prediction were high at approximately 98.6% and 96.0%, respectively. Overall the number of predicting the flame as the smoke was reduced but there was a low prediction performance in the cases including the image containing both the flame and smoke and the shaded or lightened image. In the case of normal image prediction, the precision and recall were high at approximately 97.4% and 99.3%, respectively. In particular, the recall was improved as compared with classifier 2. Such results were considered to have been achieved by additional training with haze and light, which are similar to fire. In the case of smoke image prediction, the precision and recall were approximately 94.2% and 97.3%, respectively. The precision was improved compared with classifier 2. However, the recall was determined to have relatively deteriorated as featuring haze, which has similar characteristics to smoke, into a single class resulted in a greater confusion in image classification. The haze image prediction performance was high, with the precision and recall at approximately 96.8% and 99.3%, respectively. The precision was improved compared with classifier 2 but the recall was lower because featuring the haze having similar characteristics of smoke resulted in a confusion of image classification. The haze images were well predicted,
and the precision and recall were approximately 96.8% and 99.3%, respectively. There was a great performance in predicting the light images and the precision and recall were about 100% and 94.7%, respectively. The number of erroneous predictions was low, but erroneous predictions were evenly distributed throughout the remaining four classes. Images containing strong red light similar to flames were recognized as flame, and blurry light images were recognized as haze or smoke. Overall, classifier 3 showed a prediction accuracy of approximately 97.3%, which was the highest performance among the classifiers. The training of images that have similar features to flame and smoke, representing fire was considered to have improved the prediction performance. However, the prediction performance remained low in the prediction cases of blurred or lightened images and images having strongly similar features to fire images. Therefore, future studies will be conducted to enhance the prediction performance by using data augmentation, preprocessing images, etc. and to verify the prediction models by using images from various fire scenarios.

Table 4. Confusion Matrix for Classifier 3

<table>
<thead>
<tr>
<th>Actual (A)</th>
<th>Predicted (P)</th>
<th>Flame (F)</th>
<th>Normal (N)</th>
<th>Smoke (S)</th>
<th>Haze (H)</th>
<th>Light (L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flame (F)</td>
<td>144</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Normal (N)</td>
<td>1</td>
<td>149</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Smoke (S)</td>
<td>0</td>
<td>1</td>
<td>146</td>
<td>3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Haze (H)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>149</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Light (L)</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>142</td>
<td></td>
</tr>
</tbody>
</table>

Figure 7. Prediction results of classifier 3.
4. Conclusions

This study examined the effect of the class number on the prediction performance of a CNN classification model for the fire detection systems. The fire image prediction classifier was classified as classifier 1, which was trained using a dataset consisting of fire (flame and smoke) and normal images, classifier 2, which was trained using a dataset consisting of flame, smoke, and normal images, and classifier 3, which was trained using a dataset consisting of flame, smoke, normal, haze, and light images. The results of the prediction performances of the three classifiers were comparatively analyzed. The prediction accuracy of classifier 1 was approximately 93.0%, and images containing features similar to fire, such as light and haze, were erroneously predicted as flame and smoke, respectively. The prediction accuracy of classifier 2 was approximately 94.2%, which was slightly greater than that of classifier 1 because of the effect of training with fire classified into flame and smoke. However, the classification performance remained low for light and smoke images, as well as blurred and lightened images. The highest prediction accuracy was achieved by classifier 3 at 97.3% indicating that training with light and haze images having features similar to flame and smoke improved the prediction accuracy. Nonetheless, there were incorrect predictions in the cases including images having high similarity to fire and lightened and blurred images. Future studies will be performed to verify the performance of the classification model and to improve the prediction performance by using images related to various fire scenarios.
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